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ABSTRACT

This is the companion paper of a talk in the Gems of PODS se-
ries, that reviews the development, starting at PODS 1988, of a
family of Datalog-like languages with procedural, forward chain-
ing semantics, providing an alternative to the classical declarative,
model-theoretic semantics. These languages also provide a unified
formalism that can express important classes of queries including
fixpoint, while, and all computable queries. They can also incor-
porate in a natural fashion updates and nondeterminism. Datalog
variants with forward chaining semantics have been adopted in a
variety of settings, including active databases, production systems,
distributed data exchange, and data-driven reactive systems.
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1 INTRODUCTION

Datalog emerged in the 80’s as a simple, elegant formalism provid-
ing the basis for deductive databases and the study of recursion in
database languages. Datalog was introduced as a specialization of
logic programming to databases (a discussion of the history can be
found in [95, 96]). Datalog™, its extension with negation, was also
studied through the lens of logic programming and non-monotonic
reasoning, by which programs are viewed as specifications of con-
sistent states of the world, best understood via model-theoretic
semantics. This approach has led, most prominently, to stratified
Datalog™ [28, 50, 61, 92]. While stratified semantics provides a very
natural interpretation for negation, it is limited to programs with-
out recursion through negation. The quest to provide semantics to
all Datalog™ programs culminated with the elegant well-founded
semantics [63]. However, its conceptual complexity, involving 3-
valued models (or equivalently, alternating fixpoints), has precluded
its widespread adoption in practice.

At PODS 1988, two articles [5, 87] independently suggested an
alternative approach, aptly captured by the title of [87]: “Why not
negation by fixpoint?”. Both articles proposed to depart from the
declarative approach and adopt a procedural semantics for Datalog™
based on forward chaining of rules, called inflationary fixpoint
semantics. As shown in [5], Datalog™ with inflationary semantics
combines simplicity with expressiveness: it captures precisely the
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robust class of fixpoint queries, previously defined by extensions of
first-order logic with a fixpoint operator.

The two PODS 1988 articles initiated a line of research [3, 6, 8,
14, 15, 104, 116] that extended the forward chaining approach to an
entire family of Datalog-like languages, providing an alternative
paradigm for database queries, with natural counterparts to classical
query languages including the fixpoint and while queries, and all the
way to computable queries. The forward chaining approach turned
out to also be suitable for studying nondeterministic languages,
yielding an appealing unifying formalism. The present paper tells
the story of this development.

After a brief review of classical query languages, we turn to
Datalog and its extensions. We begin with an informal overview of
Datalog and Datalog™ with stratified and well-founded semantics.
We then present the procedural, forward chaining semantics of
Datalog™. One of the nicest results in regard to expressive power
is the convergence of the procedural and declarative semantics to
the fixpoint queries. We also present a further extension denoted
Datalog™" that allows for explicit retraction of facts and expresses
the while queries. Finally, we discuss Datalog),.,,, a variant of Dat-
alog that allows for the invention of new values in heads of rules,
and expresses all computable queries. Value invention also arises in
the object-oriented context, where object creation is a very useful
and common feature [12].

Deterministic languages, including rule-based languages, have
well-known limitations of expressive power. For example, there
is no known language that expresses precisely the PTIME queries
(e.g., see [79]). This limitation is overcome in the presence of an
order. For example, Datalog™ with inflationary or well-founded
semantics expresses on ordered databases exactly the queries com-
putable in polynomial time (and so do the weaker semi-positive and
stratified Datalog™). Another approach, intimately related to the
first, trades off determinism for expressiveness. Indeed, as shown
in [3, 8, 14], nondeterministic variants of Datalog with negation
can express all (deterministic and nondeterministic) queries com-
putable in polynomial time. The nondeterminism arises from the
firing of rule instantiations in arbitrary order. As argued in [15],
nondeterminism can be a very useful feature, independently of
issues of expressiveness. Indeed, nondeterminism has long been
present in expert systems and production systems (e.g., see [38]).

The paper is organized as follows. Some background is provided
in Section 2. The declarative approach is briefly surveyed next.
This reviews Datalog, stratified Datalog™, and Datalog™ with well-
founded semantics. The procedural, forward chaining approach is
presented in Section 4, together with results on the relative expres-
sive power of the declarative and procedural languages. Nonde-
terministic languages are discussed in Section 5. A brief review of
intervening Datalog research is outlined in Section 6. To conclude,
we compare the forward chaining and declarative semantics for
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Datalog and discuss the adoption of the forward chaining seman-
tics in practice. The presentation relies largely on material from
[3,5, 6,8, 14, 15, 116]. The work surveyed in this paper is joint with
Serge Abiteboul.

2 BACKGROUND

In this section, we review some terminology relating to relational
databases. In particular, we recall some of the traditional query
languages, including extensions of first-order logic with recursion
(the fixpoint [49, 98] and while [47] queries).

We assume the existence of four infinite and pairwise disjoint
sets of symbols: the set rel of relation symbols, the set att of at-
tributes, the set dom of constants, and the set var of variables. A
relation schema is a relation symbol together with a finite set of
attributes. The set of attributes of a relation R is denoted by at#(R).
A database schema is a finite set of relation schemas. A free tuple
over a relational schema R is a mapping from att(R) into dom U
var. A constant tuple over a relational schema R is a mapping from
att(R) into dom. An instance over a relation schema R is a finite set
of constant tuples over R. An instance over a database schema R is
a mapping from R such that for each R in R, I(R) is an instance over
R. The set of all instances over a schema R is denoted by inst(R).
Note that we only consider finite instances. For an instance I, we
denote by adom(I) the set of elements of dom occurring in I.

A deterministic database query is a mapping from insi(R) to
inst(answer), where R is a database schema and answer is a re-
lation schema not in R. We also discuss nondeterministic queries.
A nondeterministic query is a subset of insf(R) X ins(answer) for
some R and answer (so it is a relation rather than a mapping). Some
settings use a more general notion of database transformation al-
lowing answer schemas with several relations, some of which may
be part of the input schema (thus capturing updates).

Queries are usually required to obey three conditions: well-
typedness, computability and genericity [17, 48]. Well-typedness
requires that the results of the query be instances of a fixed relation
schema. A query is computable if there is a Turing machine that,
given any standard encoding of an input database (depedent on a to-
tal order on the domain), produces a standard encoding of the query
answer. Genericity requires that the graph of a database query be
closed under isomorphisms of the domain that fix a specified finite
set of constants depending on the query.

We will refer to complexity classes of queries. For each Turing
machine complexity class c, there is a corresponding complexity
class of (nondeterministic) queries denoted (N)DB-c. In particular,
the class of nondeterministic queries which can be computed by a
(nondeterministic) Turing machine in polynomial time is denoted
(N)DB-PTIME. It is important to distinguish between classes NDB-C
of nondeterministic queries and classes of deterministic queries
defined using nondeterministic devices. For example, by Savitch’s
theorem, PSPACE = NPSPACE, SO DB-PSPACE = DB-NPSPACE. Both are
classes of deterministic queries. However, NDB-PSPACE contains
nondeterministic queries, so DB-PSPACE # NDB-PSPACE (and NDB-
PSPACE # DB-NPSPACE). Similarly, DB-NP is not to be confused with
NDB-PTIME ! Below are some informal examples. All queries take
as input a binary relation representing edges in a graph:

o The query whose answer consists of all vertices lying on a
cycle is a query in DB-PTIME.

e The nondeterministic query whose answer is obtained by
deleting one of the edges (a,b) or (b, a) for every cycle
{{a, b), (b, a)} is a query in NDB-PTIME.

e The query whose answer is a unary relation which is empty
if the graph has no Hamiltonian circuit and is the set of
vertices of the graph otherwise, is in DB-NP (because testing
for Hamiltonicity has complexity Np).

Some query languages. Most practical query languages in re-
lational databases are based on FO, first-order logic on relations,
sometimes called relational calculus (e.g. see [2]). FO has an alge-
braization called relational algebra [51]. Relational algebra provides
the following operations on relations: 7x (projection on attributes
X), oc (selection of tuples satisfying condition C consisting of
(in)equalities among attributes and/or constants), 4, p (rename
attribute A to B), > (join of two relations), — (difference), and U
(union).

There are many useful queries that FO cannot express, such as
the transitive closure of a graph. Numerous extensions of FO with
recursion have been proposed. Most of them converge towards
two very robust classes of queries: fixpoint [49, 98] and while [47].
These can be defined in various ways: by adding fixpoint operators
to FO [6, 98], looping constructs to relational algebra [47, 49], or
by extensions of Datalog [6]. We briefly review here the definition
of fixpoint and while based on the eponymous languages, using
looping constructs (see [2]).

While is an imperative language that extends FO with recursion.
It provides relation variables, assignment statements of the form
R := ¢ where ¢ is an FO query, and a looping construct while ¢
do where ¢ is an FO sentence. An equivalent variation uses loops
of the form while change do which iterate the body as long as
some change is made to some relation. Fixpoint is the same as
while except the semantics of assignment is cumulative (i.e., an
assignment denoted R + = ¢ adds ¢ to the current content of R).
This guarantees termination of fixpoint programs in polynomial
time, whereas while programs require polynomial space. On ordered
databases, fixpoint expresses precisely DB-PTIME [83, 114] and while
expresses DB-PSPACE [114]. It was further shown in [7] that fixpoint
= while iff PTIME = PSPACE, even without the order assumption.

3 THE DECLARATIVE APPROACH

We briefly review the classical model-theoretic semantics of Datalog
and its extension with negation. For a detailed presentation see [2],
and [96] for a more comprehensive survey.

3.1 Datalog

Much of the activity in deductive databases has focused on a toy
language called Datalog. Some of the early history of Datalog is
discussed in [95, 96]. Although limited, Datalog highlights some
aspects of recursion present in many practical languages. Most
of the optimization techniques in deductive databases have been
developed around Datalog.

As an example, following is a Datalog program that computes the
transitive closure of a graph. The graph is represented in relation



G and its transitive closure in relation T:

T(x,y) < Glxy)
T(x,y) « G(x,2),T(zy).

A Datalog program “defines” the relations occurring in heads of
rules, from the other relations. The definition is recursive, so de-
fined relations can also occur in bodies of rules. Thus, a Datalog
program is interpreted as a mapping from instances over the rela-
tions occurring in the bodies only, to instances over the relations
occurring in the heads. For example, the program above maps a
relation over G (a graph) to a relation over T (its transitive closure).
We now define the syntax of Datalog.

Definition 3.1. A (Datalog) rule is an expression of the form:
Ri(w1) < Ra(uz), . . ., Ru(un)

wheren > 1, Ry, ..., Ry are relation names, and uy, . . ., uy are free
tuples (tuples of variables and constants). Each variable occurring
in u1 must occur in at least one of uy, . .., un. A Datalog program is
a finite set of Datalog rules. The head of the rule is the expression
Ri(u1); and Ra(u2), . . ., Ry (up) forms the body.

The set of constants occurring in a Datalog program P is denoted
adom(P); and for an instance I, we use adom(P, I) as an abbreviation
for adom(P) U adom(I).

Let P be a Datalog program. An extensional relation is a relation
occurring only in the body of the rules. An intensional relation
is a relation occurring in the head of some rule of P. The exten-
sional (database) schema, denoted edb(P), consists of the set of all
extensional relation names; whereas the intensional schema idb(P)
consists of all the intensional ones. The schema of P, denoted sch(P)
is the union of edb(P) and idb(P). The semantics of a Datalog pro-
gram is a mapping from database instances over edb(P) to database
instances over idb(P). Typically, one relation of idb(P) is designated
as the answer relation.

The key idea of the declarative approach of deductive databases
is to view the program as a set of first-order sentences that describes
the desired answer. To a Datalog rule

p:Ri(u1) < Ra(up), ..., Rn(un)
we can associate the logical sentence:
Vx1, ..oy Xxm(Ri(u1) < Ro(ug) A ... A Ry(up))

where x1, . . ., X, are the variables occurring in the rule; and “«”
is the standard logical implication. For a program P, the set of
sentences associated with the rules of P is denoted by Xp. It turns
out that for each Datalog program P, and input I, there is a minimum
model of 2 p extending I. This model is the semantics of P on input
I and is denoted by P(I).

3.2 Stratified Datalog™

Datalog™ extends Datalog with negations in the bodies of rules.
The syntax of Datalog™ is a straightforward extensions of Datalog.
A Datalog™ rule is an expression of the form

R](ul) — Ll, ...,Ln

where: Ry is a relation, u; a free tuple, and each L; is a literal of the
form R;(u;) (in which case it is called positive) or =R;(u;) (in which

case it is called negative). Each variable in u; must occur in some
literal L; of the body.

A Datalog™ program is a non-empty finite set of Datalog™ rules.
As for Datalog programs, sch(P) denotes the database schema con-
sisting of all relations involved in the program P; the relations
occurring in heads of rules are the idb relations of P, and the others
are the edb relations of P.

Similarly to Datalog, we can associate to a Datalog™ program
P the set 3p of FO sentences corresponding to the rules of P. For
Datalog, the model-theoretic semantics of a program P is given by
the unique minimal model of X p extending the input. Unfortunately,
this simple solution no longer works for Datalog™, since uniqueness
of a minimal model extending the input is not guaranteed. Short of
this guarantee, a model-based semantics must specify an “intended”
model that is intuitive and easy to compute. This is the core problem
of “non-monotonic reasoning”: make sense in a consistent way of
the co-existence of negative and positive facts, in a way that reflects
a natural reasoning process.

The most intuitive and widely accepted declarative semantics for
Datalog™ requires a syntactic restriction that, informally, prohibits
recursion through negation. The resulting syntactic class is called
stratified Datalog™. Intuitively, the restriction allows to “read” the
program so that, for each idb relation R, the portion of P defining
R comes before the negation of R is used. Once R is computed, the
set of negative facts over R (restricted to the active domain) is well
defined. For example, consider the following stratified Datalog™
program P defining the complement of transitive closure of a graph
G:

T(x,y) < Glxy)
Tty « Gx2).T(zy)
CT(x,y) <« —T(x,y).

According to stratified semantics, the idb relation T is defined by the
first two rules, and then its negation is used in the rule defining CT.
Thus, the first two rules are applied before the third. This approach
can be naturally extended to any stratified Datalog™ program. Not
surprisingly, this appealing semantics has been independently pro-
posed by quite a few investigators [28, 50, 61, 92].

3.3 The Well-Founded Semantics

While stratification provides a simple and elegant approach to defin-
ing semantics of Datalog™ programs, it has two major limitations.
First, it does not provide semantics to all Datalog™ programs. Sec-
ond, stratified Datalog™ programs are not quite satisfactory with
regard to expressive power. From a computational point of view,
they provide recursion and negation. Therefore, one might expect
that they express the fixpoint queries. Unfortunately, as shown
[86] (making use of earlier results from [53] and [49]), stratified
Datalog™ programs fall short of expressing all fixpoint queries. In-
tuitively, this is due to the fact that the stratification condition
prohibits recursive application of negation, whereas in other lan-
guages expressing fixpoint this computational restriction does not
exist.

The quest for declarative semantics for all Datalog™ program has
resulted in various proposals, of which the most prominent is the
well-founded semantics [63]. It relies on a fundamental revision of
the expectations on the answer to a Datalog™ program. Previously,



the answer was required to provide information on the truth or
falsehood of every fact. The well-founded semantics is based on
the idea that a given program may not necessarily provide such
information on all facts. Instead, some facts may simply be indif-
ferent to it, and the answer should be allowed to say that the truth
value of those facts is unknown. Relaxing expectations about the
answer in this fashion allows to provide an elegant, model-theoretic
semantics to all Datalog™ programs. The price to pay is that the
answer is no longer guaranteed to provide total information. In
particular, the model-theoretic semantics requires a 3-valued logic.

Example 3.2. [63, 65] The example concerns a game with states,
a,b, . ... The game is between two players. The possible moves of
the games are held in a binary relation moves. A tuple (a, b) in
moves indicates that when in state a, one can choose to move to
state b. A player loses if they are in a state from which there are no
moves. The goal is to compute the set of winning states, i.e., the set
of states such that there exists a winning strategy for a player in
this state. These are obtained in a unary predicate win.

Consider the input K with the following value for moves:

K(moves) = {{b, ), (¢, a), (a, b), (a,d),(d, e),{d, f), (f9)}

It is easily seen that there are indeed winning strategies from
states d (move to e) and f (move to g). Slightly more subtle is
the fact that there is no winning strategy from any of states a, b,
or c. Indeed, a given player can prevent the other from winning,
essentially by forcing a non-terminating sequence of moves.

Now consider the following nonstratifiable program P, jp:

win(x) « moves(x,y), ~win(y)

Intuitively, Py, states that a state x is in win if there is at least
one state y that one can move to from x, for which the opposing
player looses. Following is a 3-valued model J of P,y;p, that agrees
with K on moves, and is in fact the well-founded semantics of P,,in
on input K. Instance J is such that J(moves) = K(moves) and the
values of win-atoms are given as follows:

true win(d), win(f)
false win(e), win(g)
unknown win(a), win(b), win(c).

The well-founded semantics can be compared against classical 2-
valued model-theoretic semantics by casting its 3-valued semantics
into a 2-valued model by taking the true facts as the answer to
a program. In fact, it turns out that for every Datalog™ program
P there is a Datalog™ program P whose well-founded semantics
yields a classical 2-valued model whose true facts are the same as
those of P under well-founded semantics [57, 58]. It was shown in
[62] that with the 2-valued interpretation, well-founded semantics
has the same expressive power as the fixpoint queries, and can
also be evaluated in PTIME. This non-trivial result makes use of
an equivalent formulation of the well-founded semantics as an
alternating fixpoint computation [62]. Thus, well-founded semantics
overcomes the expressiveness limitations of stratified Datalog™.

Research on well-founded semantics, and the related notion of
3-stable model, has its roots in investigations of stable and default
model semantics. Stable model semantics was introduced in [65]
and default model semantics in [36, 37]. Stable semantics is based on
Moore’s autoepistemic logic [97], and default semantics is based on

Reiter’s default logic [108]. The equivalence between autoepistemic
and default logic in the general case has been shown in [88]. The
equivalence between stable model semantics and default model
semantics was shown in [37].

Several equivalent definitions of the well-founded semantics
have been proposed. The 3-valued model-theoretic approach is
due to [106]. In addition to the alternating fixpoint computation of
[62], other approaches for computing the well-founded semantics
are exhibited in [37, 105]. Historically, the first definition of the
well-founded semantics was proposed in [63, 64].

In summary, the stratified semantics provides a very natural,
intuitive interpretation for the sublass of Datalog™ without recur-
sion through negation. While the well-founded semantics provides
model-theoretic semantics to all Datalog™ programs, it is far less
intuitive and its widespread use remains unlikely. In terms of ex-
pressiveness, Datalog™ with well-founded semantics overcomes the
limitations of stratified Datalog™ by capturing the fixpoint queries.
At the time, no model-theoretic semantics had been defined for
Datalog-like languages that yielded expressiveness beyond fixpoint.
These limitations motivated the study of the forward chaining ap-
proach to Datalog-like languages, that had already been in practical
use in production systems [38] and active databases [117].

4 THE FORWARD CHAINING APPROACH

We describe next the forward chaining semantics of Datalog™ (ex-
pressing the fixpoint queries) and two extensions: Datalog™ (al-
lowing negations in heads of rules and expressing the while queries)
and Datalog},,, (allowing for the “invention” of new values, and
expressing all computable queries).

4.1 Datalog"”

The forward chaining (or inflationary) semantics of Datalog™ is
intuitively very simple: the rules of the program are fired in parallel
with all applicable instantiations, until a fixpoint is reached. We
first illustrate this straightforward semantics with an example.

Example 4.1. We present a Datalog™ program with input a graph
in binary relation G. The program computes the relation
closer(x,y,x’,y’) defined as follows:

closer(x,y,x",y") = {(x.y.x".y’) [ d(x,y) < d(x".y")},
where d(a, b) denotes the distance between nodes a and b in G.
(d(a, b) is infinite if there is no path from x to y.) The program is:

T(x’ y) — G(x’ y)
T(x,y) — T(x,2),G(zy)
closer(x,y,x",y") «— T(x,y),~T(x",y’).

The program is evaluated as follows. The rules are fired simultane-
ously with all applicable valuations. At each such firing, some facts
are inferred. This is repeated until no new facts can be inferred.
A negative fact such as =T(x’,y’) is true if T(x’, y’) has not been
inferred so far. This does not preclude T(x’, y”) from being inferred
at a later firing of the rules. One firing of the rules is called a “stage”
in the evaluation of the program. In the above program, the transi-
tive closure of G is computed in T. Consider the consecutive stages
in the evaluation of the program. Note that, if the fact T(x,y) is
inferred at stage n, then d(x, y) = n. So, if T(x’, y’) has not been in-
ferred yet, this means that the distance between x and y is less than



that between x’ and y’. Thus, if T(x, y) and =T(x’,y’) hold at some
stage n, then d(x,y) < nand d(x’,y’) > n and closer(x,y,x’,y’) is
then inferred.

Formally, the forward chaining semantics of Datalog™ is defined
as follows. Let P be a Datalog™ program and K an instance over
sch(P). An instantiation of arule A « Ly, ..., L, with respect to K
isarule v(A) < v(Ly1), ..., v(L,) where v is a valuation which maps
each variable into adom(P, K). A fact A’ is an immediate consequence
for Kand P if A’ € K(R) for some edb relation R, or A" « L;, e Ll
is an instantiation of a rule in P and: each positive L} is a fact in K,
and for each negative L] = =A], A} ¢ K. The immediate consequence
operator of P, denoted I'p, is now defined as follows. For each K
over sch(P),

Ip(K) = KU {A | Ais an immediate consequence for K and P}.

Given an instance I over edb(P), one can compute I'p(I), 1"1% (1), 1"}3, (1),
etc. As suggested in Example 4.1, each application of I'p is called a
stage in the evaluation. From the definition of I'p, it follows that

Ip() cTAM CTaM C...

As for Datalog, the sequence reaches a fixpoint, denoted 1"1‘;’ (I), after
a finite number of steps. The restriction of this to the idb relations
(or some subset thereof) is called the image (or answer) of P on 1.

In the procedural semantics described above, increasing sets of
facts are inferred by firings of the rules. For that reason, this seman-
tics is also referred to as the inflationary semantics for Datalog™
(there is an “inflation” of tuples!). The language Datalog™ with infla-
tionary semantics is also referred to as inflationary Datalog™. This
semantics was first proposed for Datalog™ in [5, 87]. It extends the
fixpoint semantics proposed for Datalog in [50], also considered
earlier in the context of logic programming [27, 113].

In the case of Datalog, the minimum model semantics and the
inflationary fixpoint semantics coincide. For Datalog™, this per-
fect match of declarative and procedural semantics is lost. First, a
Datalog™ program may not have a unique minimal model. More-
over, while the result produced by inflationary semantics is a model
of the program, it is not necessarily a minimal one.

Datalog™ with inflationary semantics provides recursion and
negation, and it is straightforward to see that every query it ex-
presses is a fixpoint query. The converse would seem unlikely, since
Datalog™ is a much simpler language than those previously known
to express the fixpoint queries. Surprisingly, the following was
shown in [5, 6]:

THEOREM 4.2. Inflationary Datalog™ expresses precisely the fix-
point queries.

The simulation of fixpoint by inflationary Datalog™ presents two
main difficulties, related to the simulation of the control capabili-
ties available in fixpoint. The first involves delaying the firing of
a rule until after the completion of a fixpoint by another set of
rules. Intuitively, this is hard because checking that the fixpoint
has been reached involves checking the non-existence rather than
the existence of some valuation, and Datalog™ is more naturally
geared towards checking the existence of valuations. The solution
to this difficulty is illustrated in the following example.

Example 4.3. The following Datalog™ program computes the
complement of the transitive closure of a graph G. The example

illustrates the technique used to delay the firing of a rule (computing
the complement) until the fixpoint of a set of rules (computing the
transitive closure) has been reached, i.e., until the application of the
transitivity rule yields no new tuples. To monitor this, the relations
old-T, old-T-except- final are used. old-T follows the computation
of T, but is one step behind it. The relation old-T-except- final is
identical to old-T, but includes a clause which prevents it from
firing when T has reached its last iteration. Thus, old-T and old-T-
except-final differ only in the iteration after the transitive closure
T reaches its final value. In the subsequent iteration, the program
recognizes that the fixpoint has been reached, and fires the rule
computing the complement in relation CT. The program is:

T(x,y) — G(xy)

T(x,y) — G(x,2), T(z,y)
old-T(x, ) — T(x,y)
old-T-except-final(x,y) « T(x,y),T(x",z"),T(z’,y’),

-T(x",y’)
=T(x,y),old-T(x’,y’),
—old-T-except-final(x’, y’).

1

CT(x,y)

(It is assumed that G is not empty.)

The second difficulty concerns keeping track of iterations of the
body in the computation of a loop. Given a loop

while change do body

the simulation of body itself may involve numerous relations, whose
behavior may be “sabotaged” by an overly zealous application of
iteration. To overcome this we separate the “internal” computa-
tion of the body from the “external” iteration, as illustrated in the
following example.

Example 4.4. Let G be a binary relation schema. Consider the
fixpoint program

good + = 0;
while change do
good + = ¢

where

¢ = Vy (Gy, x) — good(y)).
Note that the query computes the set of nodes in G that are not
reachable from a cycle. (In other words, the nodes such that the
lengths of paths leading to them are bounded.) One iteration is
achieved by the Datalog™ program P:

bad(x) < G(y,x), ~good(y)
delay —
good(x) « delay, —bad(x)

Simply iterating P does not yield the desired result. Intuitively, the
relations delay and bad, which are used as “scratch paper” in the
computation of a single iteration of the loop, cannot be re-initialized,
and so cannot be effectively re-used to perform the computation of
subsequent iterations.

To overcome this problem, we essentially create a version of P
for each iteration The versions are distinguished by using “times-
tamps”. The nodes themselves serve as timestamps. The timestamps
marking iteration i are the values newly introduced in relation good
at iteration i — 1. Relations delay and delay-stamped are used to de-
lay the derivation of new tuples in good until bad and bad-stamped



(respectively) have been computed in the current iteration. The pro-
cess continues until no new values are introduced in an iteration.
The full program is the union of the three rules given above, which
perform the first iteration, and the following rules, which perform
the iteration with timestamp ¢:

bad-stamped(x,t) <« G(y,x), ~good(y), good(t)
delay-stamped(t) «— good(t)
good(x) «— delay-stamped(t), =bad-stamped(x, t).

4.2 Datalog™

Recall that in Datalog™ with inflationary semantics, a fact that
has been inferred can never be retracted. Datalog™™ allows ex-
plicit retraction of a previously inferred fact (thus, the semantics
of Datalog™" is “noninflationary”) [6]!. Syntactically, this is done
using negations in heads of rules, interpreted as deletions of facts.
Moreover, input relations are allowed in heads of rules, thus pro-
viding the ability to perform updates. The resulting language is
denoted by Datalog ™", to indicate that negations are allowed in
both heads and bodies of rules.

The immediate consequence operator I'p and semantics of a
Datalog™™ program are analogous to those for Datalog™ with the
following important proviso. If a negative literal —A is inferred, the
fact A is removed, unless A is also inferred in the same firing of the
rules. This gives priority to inference of positive over negative facts
and is somewhat arbitrary. Other possibilities are: (i) give priority
to negative facts, (ii) interpret the simultaneous inference of A and
—-A as a “no-op”, i.e,, including A in the new instance only if it is
there in the old one; and (iii) interpret the simultaneous inference
of A and —A as a contradiction which makes the result undefined.
The chosen semantics has the advantage over (iii) that the result is
always defined. In any case, the choice of semantics is not crucial: it
results in equivalent languages. With the semantics chosen above,
termination is no longer guaranteed. For instance, the program

T(0) — T(1)
-T(1) <« T(@Q)
T(1) — T(0)
-T(0) « T(0)

never terminates on input T(0). Indeed, the value of T flip-flops
between {(0)} and {(1)} so no fixpoint is reached.

By a method similar to the above, it can be shown that Datalog ™"
expresses precisely the while queries [6].

How about the relationship between Datalog™ and Datalog™"?
Clearly, Datalog™ is subsumed by Datalog™". Intuitively, it is tempt-
ing to believe that Datalog™ ™ is more powerful than Datalog™ (con-
sidering only terminating queries). However, this is far from obvi-
ous. Indeed, the following is a consequence of results in [7] on the
relationship between fixpoint and while:

THEOREM 4.5. Inflationary Datalog™ is strictly less expressive than
Datalog™" iff PTIME # PSPACE.

Since it is open whether PTIME # PSPACE, the relationship be-
tween inflationary (or well-founded) Datalog™ and Datalog™" re-
mains open. However, the strict inclusion is conjectured to be true.

!The language Datalog™" is denoted in [6] by Datalog ™

4.3 Datalog,,,,,

All the languages considered so far express queries within DB-
PSPACE. Intuitively, this is so because each program uses a fixed
number of relations of fixed arity, which are filled in the course of
the computation with tuples over the elements of the input. Thus,
such programs can build an amount of space which is no more than
polynomial in the number of elements of the input.

Suppose that we wish to have a completelanguage, i.e. a language
expressing all queries. One way to break the polynomial “space
barrier”, first suggested in [4], is to allow programs to invent new
values in the course of the computation. Besides the computational
justification, this is useful in object-oriented databases, where the
creation of new object identifiers is a useful and very common
feature. Such a feature was studied in the object-oriented language
IQL [12].

We describe an extension of Datalog™, defined in [6], that ex-
presses all deterministic queries. This extension introduces new
values in the course of the computation (but not in the answer).
We informally describe the language, denoted by Datalog,,,. The
syntax is the same as that of Datalog™, except that variables that do
not appear in body of a rule may appear in its head. The inflationary
semantics of this language is similar to that of Datalog™. The only
difference consists in the use of the variables that occur only in
heads of rules: these are valuated outside the current active domain,
thus resulting in the “invention” of new values. Specifically, in the
application of the immediate consequence operator, each instantia-
tion of a rule body in the current active domain is extended with one
instantiation of the remaining variables with distinct values outside
the active domain. The choice of the particular new values is non-
deterministic. However, this is the only source of nondeterminism.
If the final result contains only values from the input, which can
be enforced by a straightforward syntactic safety restriction, then
the query defined by such a program is deterministic. Furthermore,
Datalog,,,,, is complete:

THEOREM 4.6. [6] Datalog, ., expresses all deterministic queries.

Intuitively, the proof uses the invented values to simulate the
Turing machine computing the query, as well as the encodings of
the input database on the initial Turing tape, and the decoding of
the output. Each total order of the active domain generates one
standard encoding, and the computation is carried out in parallel on
all the encodings. The new values provide the unbounded amount
of space needed for the simulation, thus overcoming the PSPACE
barrier.

The relative expressive power of the various rule-based lan-
guages is summarized in Figure 1. The arrow {} indicates strict
inclusion and the arrow T indicates strict inclusion iff PTIME #
PSPACE.

We note that Datalog extensions with forward chaining seman-
tics that model various active databases are investigated in [104].
The results provide insight into the programming paradigm of ac-
tive databases, the interplay of various features, and their impact
on expressiveness and complexity. In particular, this yields highly
expressive active database languages capturing PSPACE, EXPTIME,
EXPSPACE, as well as all computable queries, on ordered databases.



Datalog,,,,, = all computable queries

l

Datalog™" = while
T
well-founded Datalog™ = inflationary Datalog™ = fixpoint
[l
stratified Datalog™

m
Datalog

Figure 1: Relative expressive power of Datalog variants.

4.4 Limitations in expressive power

Although the languages discussed here are quite powerful, they
have certain shortcomings with regard to expressive power. Indeed,
there are very “simple” queries that none of the languages can
express. The prototypical example is the evenness query on a unary
relation: £1R|
true  if | R|is even
even(R) = { false if | R|is odd.
where |R| is the number of elements in R.

This difficulty is not specific to rule-based languages. Indeed,
it extends to most deterministic languages. To understand the dif-
ficulty involved, consider the natural way to compute the query:
remove elements from R one at a time, and keep a binary counter.
However, the elements of R are logically undistinguishable one
from another, so no deterministic language that adheres to the data
independence principle can perform the algorithm just described.
There are two ways out: (i) sacrifice data independence, or (ii) sacri-
fice determinism by allowing a nondeterministic construct to pick
an arbitrary element from a set. We will explore each of these trade-
offs in turn. Suspending the data independence principle is modeled
by access to an order among the elements in the database (which is
a reasonable mathematical metaphor for access to the additional
symmetry-breaking information provided by the internal storage).

Intuitively, there is a strong connection between the use of or-
der (i.e., information on the internal storage) and nondeterminism.
If a query is implemented using information on internal storage,
then the answer may depend on such information and thus appear
nondeterministic at the logical level.

4.5 The impact of order

The assumption that databases are ordered can have dramatic im-
pact on the expressive power of languages. In ordered databases,
the schema is assumed to contain a binary relation providing a total
order on the active domain of each instance. With this assump-
tion, it turns out that stratified Datalog™, inflationary Datalog ™,
and Datalog™ with well-founded semantics are all equivalent and
express precisely DB-PTIME. Furthermore, the apparently much
weaker semi-positive Datalog™, consisting of Datalog™ where nega-
tion is only applied to edb relations, is almost as powerful as these
languages. The “almost” is due to a technicality concerning the
order: we also need to assume that the minimum and maximum
constants are explicitly given. Surprisingly, these constants, that
can be computed with an FO query if an order is given, cannot be
computed with semi-positive programs.

THEOREM 4.7. Stratified Datalog™, Datalog™ with well-founded se-
mantics, and inflationary Datalog™ are equivalent on ordered databases
and express exactly the DB-PTIME queries. They are also equivalent to
semi-positive Datalog™ on ordered databases with min and max and
express exactly the DB-PTIME queries.

The result that semi-positive Datalog™ expresses DB-PTIME on
ordered databases with min and max is due to [101]. The result
that inflationary Datalog™ expresses DB-PTIME follows from results
in [6] (equivalence of inflationary Datalog™ and fixpoint) and [83,
114] (who showed that fixpoint expresses DB-PTIME on ordered
databases).

Without the order assumption, there is no known deterministic
language that expresses precisely the DB-PTIME queries. Indeed,
the existence of such a language remains one of the main open
problems in the theory of query languages (e.g., see [79]).

The following characterizes the power of Datalog™ ™ on ordered
databases. It follows from a result of [6] showing the equivalence
of Datalog™" and while, and from a result of [114] showing that
while expresses DB-PSPACE on ordered databases.

THEOREM 4.8. Datalog™" expresses exactly the DB-PSPACE queries
on ordered databases.

5 NONDETERMINISTIC LANGUAGES

The arguments in favor of nondeterministic languages are both
practical and theoretical. The first is that nondeterminism occurs
naturally in many practical settings. There are natural nondetermin-
istic queries and updates, whose implementation using determin-
istic languages is contrived and inefficient. There are well-known
applications in Artificial Intelligence which naturally lead to nonde-
terminism, and expert systems shells (such as KEE or OPS5 [39, 59])
whose rule-based components work nondeterministically. Reactive
systems, such as data-driven workflows, are usually nondetermin-
istic (e.g., see [10, 11, 16, 78]). The theoretical arguments for non-
determinism involve primarily the expressive power of nondeter-
ministic languages. Indeed, the use of nondeterminism circumvents
some of the expressiveness limitations discussed above, associated
with deterministic languages. As mentioned, it is conjectured that
there is no deterministic language expressing exactly the queries
computable in polynomial time. On the other hand, there are non-
deterministic languages expressing exactly the (deterministic and
nondeterministic) queries computable in polynomial time.

5.1 Nondeterministic Datalog™(")

We next consider nondeterministic versions of the Datalogﬂ(_‘)
languages. Recall that the procedural, deterministic semantics for
these languages was the result of evaluating programs by repeatedly
firing all rules in parallel, up to a fixpoint. The nondeterministic
semantics is obtained by firing one instantiation of a rule at a
time, based on a nondeterministic choice. For instance consider the
program:

~G(x,y) & G(x, y), G(y, x).
With deterministic semantics, the program removes from the graph

G all cycles of length two. With the nondeterministic semantics,
the program computes one of several possible “orientations” for G



(i.e., for every pair of edges (x, y) and (y, x) in G, one of the edges
is removed).

We first define the syntax of the nondeterministic version of
Datalog™", denoted N-Datalog™" [6]. The difference with the deter-
ministic version is that heads of rules may contain several literals,
and equality can be used in bodies. It can be seen that these features
would be redundant with the deterministic semantics.

Definition 5.1. A N-Datalog™™ program is a finite set of rules of
the form

A1 ,.,.,Ak — Bl,...,Bn

(k > 1, n > 0), where each Aj is a literal of the form (=) Q(x1,....xm)
(m > 0), and each B; is a literal of the same form, or (=) x1 = x2
(the x;’s are variables or constants). It is required that each variable
occurring in the head of a rule also occur positively bound in the
body. O

To formally define the nondeterministic semantics, we introduce
the notion of (nondeterministic) immediate successor of a set of
facts using a rule. Let  be an N-Datalog™" rule. Let I be a set of
facts and r’ be an instantiation of r such that (i) each literal of
the body of r’ is true in I, (ii) the head of r’ is consistent and (iii)
each variable is valuated to some constant occurring in I. Then the
instance J obtained from I by deleting the facts A such that —A is in
the head of r’, and inserting the facts A in the head of r’, is called
an immediate successor of I using r.

By condition (ii) above, an instantiation of a rule is not considered
if its head contains a literal and its negation.

Definition 5.2. Let P be an N-Datalog™" program. The effect of P
is a relation over sets of facts defined as follows: for each I, (I, J) is
in eff(P) iff there exists a sequence Iy = I, ..., I, = J such that (i) for
each i, I;+1 is an immediate successor of I; using some r in P, and
(ii) there is no immediate successor J # J of J using some rule in
P.o

The language N-Datalog™ is a specialization of N-Datalog™"
obtained by disallowing negative literals in heads of rules (thus,
negation can only occur in bodies of rules).

5.2 Expressive power

We present several results on the expressive power of N-Datalog™
and N-Datalog™™". As discussed earlier, the most significant result
involves expressibility of NDB-PTIME.

We consider first the expressive power of N-Datalog ™.

THEOREM 5.3. [6] N-Datalog™" expresses exactly NDB-PSPACE.

Consider next the expressive power of N-Datalog™. It is easy to
see that each N-Datalog™ query is in NDB-PTIME. It turns out that
there are simple NDB-PTIME queries that cannot be expressed in
N-Datalog™. We show this next, and then show how N-Datalog™
can be augmented to increase the expressive power to NDB-PTIME.

The strict inclusion in NDB-PTIME is shown using the following
example [6].

Example 5.4. Let R = {P(A),Q(AB)}. It can be shown that there is
no N-Datalog™ program which computes P — m4(Q).

The precise characterization of the power of N-Datalog™ is open.
We note, however, that N-Datalog™ expresses exactly NDB-PTIME
in the presence of order.

As seen in the example above, there are very simple queries
that N-Datalog™ cannot compute. We now look at the origin of
this weakness and show how it can be corrected. Note that N-
Datalog™ does not provide sufficient control capability to simulate
the composition of two programs. Indeed, P—4(Q) can be obtained
as the composition of the mappings defined by the following two
rules:

T(x) —  Q(x,y), and

answer(x) <« P(x),—-T(x).
The weak control capability of N-Datalog™ makes it impossible
for programs in this language to simulate the explicit control nec-
essary to compute NDB-PTIME queries. Note that, in the case of
N-Datalog™", the control needed is provided by deletions. For ex-
ample, the query in Example 5.4 is computed by the following
N-Datalog™™ program:

answer(x) — P(x)
—answer(x),=P(x) « Q(x,y).

The constructs we add to N-Datalog™ essentially provide suffi-
cient control to simulate composition (in an inflationary manner).
We consider two alternative constructs. The first construct allows
for an “inconsistency” symbol L to appear in heads of rules. The
resulting language is denoted N-Datalog™ L. The idea is that if such
a symbol is derived in a computation, that particular computation is
abandoned. The second construct is universal quantification in bod-
ies of rules and yields the language N-Datalog™V. We first present
N-Datalog™ L, then N-Datalog™V. These languages are from [6].

N-Datalog™ L: The language N-Datalog™ is extended with the sym-
bol L that can occur only as a literal in the head of rules. A pair
(L)) is in the effect of a N-Datalog™ L program iff J is obtained by a
computation where L is not derived.

N-Datalog™V: The language N-Datalog™ is extended to allow rules
of the form:

At,..sAq < VZBi, ..., By,

where X is a sequence of variables occurring only in the body of the
rule. Let  be the vector of the variables occurring in By, ..., B, and
not in X, and v be a valuation of 3. The rule is fired with valuation
v if for each extension v of v to the variables in ¥ (which valuates
variables in ¥ in the active domain), B; A ... A OBy, holds.

To illustrate these two languages, we show how to compute the
query of Example 5.4 with N-Datalog™V or N-Datalog™ L programs.

Example 5.5. The mapping P — 74(Q) is computed by the follow-
ing N-Datalog ™V program:

answer(x) < YyP(x), =Q(x, y).

A N-Datalog™ L program computing the same query is:

PROJ(x) «—  —done-with-proj, Q(x, y)
done-with-proj

L «— done-with-proj, Q(x,y), “PROJ(x)
answer(x) «—  done-with-proj, P(x), ~PROJ(x).



Intuitively, in N-Datalog™V, one can check that a stage is com-
pleted (using V) before proceeding to the next one; this allows sim-
ulating composition. In N-Datalog™ L, a detected error leads to the
derivation of L. The following shows that in fact these constructs
provide sufficient power to bridge the gap between N-Datalog™
and NDB-PTIME.

THEOREM 5.6. [6] For each query t the following are equivalent:

® T is in NDB-PTIME,
o 7 is defined by a N-Datalog™ L program, and
o 7 is defined by a N-Datalog™V program.

We have seen so far nondeterministic languages capturing NDB-
PSPACE and NDB-PTIME. Similarly to the deterministic case, a com-
plete language can be obtained by augmenting N-Datalog™ with
the ability to create new values. The resulting language is denoted
N-Datalog),.,,-

THEOREM 5.7. [6] N-Datalog,.,, expresses all nondeterministic
queries.

It turns out that the nondeterministic languages described above
are closely related to nondeterministic extensions of fixpoint logics,
introduced in [14] (see also [15]). In these languages, nondetermin-
ism is provided by a witness operator W. Informally, Wx¢(x) results
in nondeterministically choosing a value of x that satisfies ¢(x). The
addition of W to fixpoint logics yields nondeterministic extensions
FO + IFP + W of inflationary fixpoint logic, and FO + PFP + W of
partial fixpoint logic. It is shown in [14] that N-Datalog™™ is equiv-
alent to FO + PFP + W, and N-Datalog™V (as well as N-Datalog™ 1)
is equivalent to FO + IFP + W.

We note that another way to introduce nondeterminism in rule-
based languages is provided by the choice operator first presented
in [90]. This construct has been included in the language LDL, an
implementation of Datalog™ [99]. Variations of the choice operator,
and its connection with stable models of Datalog™ programs, are
further studied in [66, 109]. The expressive power of the choice
operator in the context of Datalog is investigated in [52]. The main
result exhibits a language expressing exactly NDB-PTIME. Further
Datalog languages using the choice operator and expressing the
Boolean hierarchy are exhibited in [76].

5.3 Connections with Determinism

Recall that one of the motivations for considering nondeterministic
languages is their ability to express more deterministic queries. In
this section we consider the ability of various nondeterministic
languages to express deterministic queries. We also consider the
deterministic queries definable by considering the “possible” and
“certain” answers of a nondeterministic query, in the spirit of queries
on databases with incomplete information. The results are from
[3].

The notion of deterministic fragment expressed by a language is
defined next.

Definition 5.8. The deterministic fragment of a (nondeterministic)
language is the set of deterministic queries defined by programs in
the language. The deterministic fragment of a language L is denoted
det(L). O

In the previous section we characterized the nondeterministic
queries expressible in the various languages. These results can
be used to characterize the deterministic fragments expressible in
these languages. Thus, we have:

THEOREM 5.9.
(1) det(N-Datalog™V) = det(N-Datalog™ 1) = DB-PTIME.
(2) det(N-Datalog™") = DB-PSPACE.

It is important to note that (1) does not provide a language ex-
pressing DB-PTIME, since it is undecidable whether a N-Datalog™V
or N-Datalog™ L program defines a deterministic query.

An alternative way of obtaining deterministic queries using
nondeterministic programs is suggested by the work of [82] on
incomplete information. Indeed, there is a natural connection be-
tween incomplete information and nondeterminism. As noted in
[1], incomplete information can be seen as resulting from incom-
pletely specified (therefore nondeterministic) updates. The notions
of possible and certain answers in [82] suggest the following defini-
tion:

Definition 5.10. Given a nondeterministic program P, the im-
age of an input I under P with the possibility semantics (denoted
poss(I, P)) and the certainty semantics (denoted cert(l, P)) are de-
fined by:

poss(L, P) = U{J | (1J) € eff(P)}, and
cert(LP) = N{J | (1L]) € eff(P)}.
The deterministic queries expressed by a program P under pos-
sibility semantics is denoted poss(P), and under certainty semantics
cert(P). For a language L,

poss(L) = {poss(P) | P € L} and cert(L) = {cert(P) | P € L}.
The poss or cert semantics yield significant power:

THEOREM 5.11.
(1) poss(N-Datalog™V) = poss(N-Datalog™ L) = DB-NP.
(2) cert(N-Datalog™V) = cert(N-Datalog™ L) = DB-CO-NP.
(3) cert(N-Datalog™ ") = poss(N-Datalog™ ") = DB-PSPACE.

Observe that, for N-Datalog™", the poss and cert semantics do
not yield additional power. In particular, these semantics can be
simulated within the deterministic fragment of N-Datalog™".

This concludes our review of the Datalog-like languages with
forward chaining semantics, studied in [3, 5, 6, 8, 14, 15, 116]. We
next discuss briefly some of the developments in Datalog research
since these languages have been proposed, and situate them in the
broader context.

6 DATALOG REDUX

Over time, research on recursive queries has been received by
the database systems community with varying degrees of enthusi-
asm. By the end of the 80’s, the attitude towards Datalog research
had turned largely negative. This is perhaps best exemplified by
the influential Laguna Beach report of 1989 [102], which includes
this statement: “The participants were unanimously negative on the
prospective research contribution of general recursive query process-
ing, and interfaces between a DBMS and Prolog.” As late as 1998, the
no less influential [111], stated that “No practical applications of
recursive query processing have been found to date”.



And yet they persisted. Despite the ups-and-downs in popularity,
work on Datalog-like languages continued in the database and logic
programming communities in the 80’s and 90’s. On the theoretical
front, there was much work on the expressiveness and complexity
of Datalog-like languages (for a comprehensive survey, see [54]).
Driven by theoretical and practical considerations, many extensions
of Datalog have been put forward. They include arithmetic, sets,
disjunction, aggregation, constraints, object-oriented constructs,
complex objects, updates, etc. This has resulted in an entire ecosys-
tem of languages, many of which were implemented. An excellent
survey of these developments is provided in [96].

Research on Datalog was eventually rehabilitated in the data-
base systems community and beyond. In an invited PODS 2010 talk
[80] and companion paper [81], Joe Hellerstein delivered an impas-
sioned rehabilitation of Datalog from the viewpoint of the systems
community, pointing out the widespread use and effectiveness of
Datalog-like languages in areas as diverse as security and privacy
protocols, program analysis, natural language processing, proba-
bilistic inference, modular robotics, multiplayer games, telecom
diagnosis, networking, and distributed systems.

The last two decades have seen a robust “Datalog Spring” in
which Datalog research has expanded with renewed energy. The
sequence of Datalog workshops on the theme of the "Resurgence
of Datalog in Academia and Industry” [20, 31, 55] was emblematic
of this optimism. A broad account of this renewed activity, within
and beyond the database community, can be found in [96]. Notable
in the database theory community has been an increased symbiosis
between theoretical research and practice (even yielding a num-
ber of start-ups!), as well as increased presence in adjacent areas
such as Al and Knowledge Representation. Following are a few
representative examples.

Datalog for networking Networking is an area where recursive
processing and reasoning occurs naturally, and has led to the rise
of “declarative networking”, in which Datalog variants are used to
specify and reason about distributed protocols and services (e.g., see
[81, 93, 94]). These languages extend Datalog with a variety of fea-
tures, including location identifiers, timestamps, and states (in the
spirit of Statelog [91]). Dedalus and Bloom, both Datalog variants,
were put forward by Hellerstein’s team as a promising foundation
for programming and reasoning about distributed systems [18, 19].
Their investigation of consistency properties of distributed systems
led to the so called “CALM conjecture”, [80, 81] which was subse-
quently studied in the database theory community using a model
of communicating transducers [21-25]. The use of the declarative
approach in network monitoring was also explored in [9]. It should
be noted that the term “declarative” refers broadly to Datalog-like
rule-based languages, with a mix of declarative and procedural
semantics (e.g., see [103]). Negation, when present, is typically re-
stricted to be stratified (and interpreted under stratified semantics).
See [94] for a survey on declarative networking circa 2012.

Datalog for data extraction The Lixto project [32, 69] is a poster
child for successful practical applications of Datalog relying on sig-
nificant theoretical foundations. Lixto focuses on Web data extrac-
tion and has at its core Monadic Datalog over trees. The approach

relies on deep and elegant theoretical results on the expressive-
ness and complexity of Monadic Datalog on trees and structures of
bounded tree width [67, 68, 70-74]. In particular, it is shown in [68]
that Monadic Datalog captures exactly Monadic Second Order logic
over trees. This provides the expressiveness needed by wrappers
for Web data extraction, while also guaranteeing efficiency. The
Lixto project has been incorporated in a commercial product, McK-
insey Periscope. A follow-up project, DIADEM, aimed to achieve
fully automatic wrapper generation and uses at its core a related
language based on Datalog [60].

Datalog for ontologies Datalog has proven to be an effective for-
malism for specifying and answering queries over ontologies. In
particular, it provides an elegant unifying formalism that subsumes
well-known description logics. Datalog+/- is a family of Datalog
variants put forward for this purpose [40-42]. The Datalog+/- lan-
guages are obtained by first extending Datalog with existentially
quantified variables in heads of rules, then considering various re-
strictions (guarded, linear, and weakly guarded) to ensure tractabil-
ity. Other extensions, such as falsity in heads of rules, keys, and
stratified negation, are also considered, and their complexity charac-
terized. Importantly, the Datalog+/- family of languages can express
the popular DLite family [44, 45] of descriprion logics. It also sub-
sumes F-logic Lite [43], a tractable fragment of the well-known
F-logic [85], central in deductive object-oriented databases.

Datalog for knowledge graphs An outgrowth of Datalog+/-,
Vadalog is a Datalog-based language geared towards reasoning
about knowledge graphs [33-35]. Vadalog has at its core Warded
Datalog+/-, a variant of Datalog+/- that has good properties in terms
of expressiveness and complexity [30, 75]. Vadalog is part of the
VADA project [89, 112], in which Vadalog is extended with various
features, including access to external resources such as text pro-
cessing, data analytics and machine learning, modeled uniformly
as transducers. The VADA project has generated considerable in-
terest from industrial partners. Data analytics on big graphs is also
provided by the BigDatalog system [110] that relies on Datalog
extended with aggregates, with fixpoint semantics [118].

Datalog for data exchange on the Web Datalog variants are used
in several approaches for high-level specifications of data sharing
and exchange on the Web. Orchestra [78, 84] is a collaborative data
sharing system that supports the exchange of data and updates
among peers and relies on an extension of Datalog with Skolem
functions. Webdamlog is a Datalog variant used to exchange data
among peers on the Web, with the novel twist that rules can also
be exchanged, in addition to data [11]. Webdamlog also uses up-
dates in heads of rules, similarly to N-Datalog™" (see Section 4.2).
The semantics is nondeterministic and based on forward chaining,
similarly to active rules. Interestingly, the abilty to exchange rules
is more than syntactic sugar: it increases the expressiveness of the
language. The exchange of rules is also used in Active XML, whose
core is a rule-based language using tree patterns [10, 13].

Datalog for data management Several startups have emerged
that provide full data management systems relying on Datalog



variants. LogicBlox is a commercial database system that supports
sophisticated analytics and is implemented on top of LogiQL, a rich
extension of Datalog [29]. LogiQL can support business applica-
tions, workflows and data analytics, and is evaluated bottom-up.
LogicBlox also contains updates needed for interactive features,
in the spirit of Datalog™™ [77]. Interestingly, the LogicBlox team
included a substantial number of database theoreticians and pro-
duced some remarkable algorithms, such as the leapfrog trie join,
shown to be optimal [115] in the sense of [100]. DATOMIC is an-
other startup that has built a full data management system driven
by a Datalog-like language [26].

7 CONCLUSION

We have reviewed the procedural, forward chaining approach to
Datalog developed in [3, 5, 6, 8, 14, 15, 116], and briefly the state of
contemporaneous Datalog research and later developments.

How does the procedural, forward chaining semantics measure
up against the declarative alternative? The two paradigms are philo-
sophically very different. The declarative approach attempts to
model a natural reasoning process. In particular, consistency in
the reasoning process is required: one cannot use a fact and later
infer its negation, as can happen in the procedural semantics. As
we have seen, the solution is ideally described as a model of the
program satisfying certain desirable properties, such as minimality.
However, in the presence of negation, the lack of a unique minimal
model leads to the need to specify an “intended” model among sev-
eral possible candidates. Beyond stratified semantics, the criteria
for selecting the intended model become increasingly contrived.
Furthermore, the assumption that the chosen criterion captures a
fictitious programmer’s natural reasoning process rests on shallow
ground.

In contrast, the procedural, forward chaining approach provides
semantics that is extremely simple to describe. However, the seman-
tics is purely computational and does not yield a solution easily
justifiable in model theoretic terms, beyond the fact that the answer
is one model of the program. Also, despite the simplicity of the
computational semantics, programs can be hard to understand, as
their effect is very sensitive to timing (e.g., see Examples 4.1 and
4.3). In terms of expressiveness, the Datalog-like languages with
forward chaining semantics provide a unifying formalism capable
of capturing the main classes of queries, including fixpoint, while,
and all the way to computable queries. They can also incorporate
in a natural manner nondeterminism and updates. Declarative se-
mantics seems to hit an expressiveness ceiling with well-founded
semantics, capturing the fixpoint queries.

The final test for the various semantics has to rest with program-
mers and adoption in practical languages. In that respect, the for-
ward chaining approach was an early leader, having been adopted
in production systems and expert systems [39, 59] as well as ac-
tive databases [117], at a time when implementations of deductive
databases were limited to prototypes (see [107] for an early survey
of deductive database implementations). Subsequently, the land-
scape became much more diverse. There have been many implemen-
tations of Datalog variants, with declarative and procedural seman-
tics (e.g., see [96]). Most practical Datalog-like languages use strati-
fied negation, which emerges as the indisputable success story of

declarative semantics. As seen above, Datalog-like languages with
forward chaining semantics, with features including updates and
nondeterminism, remain common in a limited class of applications,
mostly those that can be viewed as data-driven reactive systems.
Such applications include active databases, production systems,
data-driven workflows, peer-to-peer data exchange, and systems
supporting interactive features (e.g., see [10, 11, 46, 56, 77, 103, 117]).

Overall, the forward chaining paradigm has demonstrated its
theoretical appeal and persistence in practice. It will most likely
continue to provide a useful alternative within the rich landscape
of Datalog.
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